ABSTRACT
Our current concern is a scalable infrastructure for information retrieval (IR) with up-to-date retrieval results in the presence of frequent, continuous updates. Timely processing of updates is important with novel application domains, e.g., e-commerce. We want to use off-the-self hardware and software as much as possible. These issues are challenging, given the additional requirement that the resulting system must scale well. We have built PowerDB-IR, a system that has the characteristics sought. This paper describes its design, implementation, and evaluation. PowerDB-IR is a coordination layer for a database cluster. The rationale behind a database cluster is to ‘scale-out’, i.e., to add further cluster nodes, whenever necessary for better performance. We build on IR-to-database mappings and service decomposition to support high-level parallelism. We follow a three-tier architecture with the database cluster as the bottom layer for storage management. The middle tier provides IR-specific processing and update services. PowerDB-IR has the following features: It allows to insert and retrieve documents concurrently, and it ensures freshness with almost no overhead. Alternative physical data organization schemes provide adequate performance for different workloads. Query processing techniques for the different data organizations efficiently integrate the ranked retrieval results from the cluster nodes. We have run extensive experiments with our prototype using commercial database systems and middleware software products. The main result is that PowerDB-IR shows surprisingly ideal scalability and low response times.

1. INTRODUCTION
Motivation. The objective of this current work is a scalable infrastructure for information retrieval (IR) with up-to-date retrieval results in the presence of frequent, continuous updates. IR functionality supports users who seek relevant information. IR on up-to-date data is important with novel application domains, e.g., e-commerce. Our scenario is concurrent update and retrieval, and it requires up-to-date retrieval results as well as low response times. Trying to meet these requirements is challenging with workloads or collection sizes that grow in an unpredictable way. The infrastructure must therefore be scalable. Much of its complexity is due to the requirement of ‘unlimited’ scalability, as we will explain.

Technology. We for our part want to use existing concepts as well as off-the-self hardware and software technology as much as possible to implement the infrastructure envisioned. Our approach is to rely on database technology to provide reliable and concurrent processing and updating of the text documents. In particular, we rely on IR-to-SQL mappings and database clusters:

- **IR-to-SQL mappings** implement IR functionality in standard SQL for the common retrieval models, namely (extended) Boolean, vector space and probabilistic retrieval [13]. IR-to-SQL mappings are the approach of our choice: we do not need to extend the database system or to integrate an IR system.

- **Database clusters** have been touted as a scalable infrastructure for information systems [16, 12]. A database cluster is a cluster of workstations connected by a communication network. Each node runs a DBMS, used as a storage manager with transactional properties. The idea is to scale-out, i.e., to add further nodes to the cluster, to meet a given performance goal. An important issue that we need to resolve is the distribution of data to cluster nodes. In this paper, we investigate several well-known physical data organization schemes, notably replication, partitioning, striping, and materialized views and combinations of these, and adapt them to our application scenario. This is in contrast to our previous work [9, 11] that has assumed one data organization for the cluster. Moreover, our previous studies were restricted to the Boolean retrieval model. This paper in turn covers retrieval models with ranked result sets such as vector space retrieval.

- **Contributions.** Our approach is to combine the concepts and technologies mentioned so far. The concepts are rather general and require customizations for information retrieval, as we will explain. We have designed and implemented a prototype called PowerDB-IR and have investigated its characteristics in quantitative terms. This paper now makes the following contributions:

  - **Evaluation of the database cluster.** Studies on database clusters as a platform for real-world applications have focused on online-transaction processing so far [16]. Our current work investigates the characteristics of a database cluster in another important application domain, namely information retrieval. Our scenario is more general than the one mentioned just before, as we will explain.

  - **IR functionality for different document categories.** Today, many IR applications divide the document collection into categories such as ‘news’ or ‘sports’. Existing IR systems keep statistics per category and use these to rank query results. This is not appropriate with queries over several categories since per-category statistics
may lead to wrong rankings. We introduce multi-category queries to search several document categories in order to overcome this drawback. We discuss their implementation for vector space retrieval and investigate their performance characteristics.

**Data organization schemes.** We adapt known data organization schemes for a database cluster to our application scenario. We use replication, striping, partitioning and materialized views and combinations of these. It turns out that different data organization schemes are appropriate for different performance requirements and different workloads. For example, striping in combination with small read-only workloads and 0.5 GB of document data reaches minimum query response times with 8 cluster nodes already.

**Up-to-date retrieval results.** Both updates and retrieval operate on the same data, such that query results are up-to-date. Decomposition and parallelization of requests keeps the effect of concurrent updates on retrieval performance small, as our experiments show.

Summing up, this paper is an experience report on the design, implementation and evaluation of PowerDB-IR. It says how we meet the requirements in combination, both in terms of functionality and performance. The remainder of this paper is as follows: Section 2 covers related work. Section 3 says how to implement retrieval functionality with a cluster of databases. Section 4 describes the experiments and provides a discussion. Section 5 concludes.

## 2. RELATED WORK

Efficient Processing of Information Retrieval Queries. Combining information retrieval with databases has already been investigated before, e.g., [2, 3, 17]. These approaches extend the infrastructure with proprietary components in order to combine IR and database functionality. Recent work has shown that response times of IR queries are competitive with commercial database systems and standard SQL for the common retrieval models [13]. But [13] has only investigated single-query workloads. [13] also does not say how to keep retrieval results up-to-date.

Concurrent Queries and Updates. Incremental index updates [4, 18] are seemingly relevant when up-to-date retrieval results are required. For instance, [4] discusses two fast incremental indexing methods and storage allocation techniques for inverted lists. Both approaches apply sophisticated disk-organization techniques that reflect the skewness in the length of posting lists. We for our part use existing components as storage managers (e.g., RDBMSs) and do not modify them. Our philosophy is to try to reach a given performance objective by a clever combination of a (possibly large) number of such off-the-shelf components. Moreover, [4] aims at inputs in batch runs, not online updates as our approach.

**PC Clusters.** [1, 7, 14] investigate generic aspects of the implementation of services on a PC cluster. [16] uses a PC cluster for the TCP-C benchmark that mimics an online transaction processing scenario. An important characteristic of this benchmark is that there is a natural distribution of data and workloads: updates and queries typically go to one node only. It is relatively easy to achieve good scalability with such a restricted scenario. Our work in turn investigates a much more general scenario. Data distribution to cluster nodes is not obvious in our case and depends on the workload. Moreover, request processing typically requires data from many cluster nodes. With vector space retrieval for instance, ranking of the overall result requires efficient integration of results from the cluster nodes. This paper investigates query processing algorithms that guarantee correct integration of query results. Our previous work has not addressed this issue [9, 11].

Parallel Database Systems. Research on parallel database systems has already investigated data organization schemes that distribute the data among cluster nodes, e.g. [5]. We take over the ideas of replication, partitioning, and striping and parallelize requests at the semantic level.

## 3. BRINGING IR-FUNCTIONALITY TO A DATABASE CLUSTER

This section says how to enable information retrieval on a cluster of relational database systems. We use the vector space retrieval model as our running example. But our techniques apply to other common retrieval models as well.

### 3.1 Database Schema

In our terminology, a document is assigned to a category such as ‘news’ or ‘sports’. The collection in turn is the set of all documents stored in the system.

Figure 1 illustrates the database schema that implements vector space retrieval with our approach. The figure shows tables $TR_i$ ($i = 1, 2, 3, \ldots$) that store the documents of category $i$ in attribute $a_i$, $a_i$ stands for the name of category $i$. An attribute $docid$ of the tables $TR_i$ stores a system-generated unique identifier. We now proceed as follows to make documents efficiently searchable. We apply IR-specific functionality such as term extraction, stopword elimination and stemming to obtain the descriptions of the documents. In the case of vector space retrieval, we store the descriptions of the documents of $TR_i$ in a relation $IL_i$ with attributes term, docid, and $t.f.$ term is a descriptor of the document $docid$. $t.f.$ (term frequency) stores the number of occurrences of the descriptor in the document. In other words, relation $IL_i$ describes the content of $a_i$. Another relation $T_i$ keeps term statistics of category $i$. $T_i$ has the attributes term and df. term contains a descriptor per tuple, and df is the document frequency of the descriptor, i.e., the number of documents that contain it.

![Figure 1: Database schema for IR functionality](image)

In the following, we will discuss a service interface for information retrieval and its implementation using the above database schema. Our motivation is that the service implementation encapsulates the IR-specific functionality such as term extraction and the storage management using complex SQL statements.

### 3.2 Document Retrieval Service

**Service Interface.** Clients invoke a retrieval service with the following interface to search for relevant documents:

\[
\{\langle rsv, document \rangle \} \text{RetrieveDoc} \{a_i, \{term\}, k, rt\}
\]

The input parameter is a query comprising a set of category names, a set of query terms or a query text, the maximum number of hits to
In order to avoid such inconsistencies, multi-category queries in PowerDB-IR compute the correct multi-category statistics during query processing before calling \texttt{IRQuery}. Algorithm \texttt{RETRIEVEMULTI} reflects this. Its first step is to retrieve single-category statistics for each category and to use them to compute the multi-category ones. The second step executes the retrieval query in parallel at the categories. \texttt{IRQuery} takes the multi-category statistics as input parameter and retrieves the top \( k \) hits with a retrieval status value \((rsv)\) larger than \( rt \) from each category. The third step of \texttt{RETRIEVEMULTI} integrates the results from the second step and returns the ranking. Our experiments will quantify the overhead of the integration step, i.e., Step 1.

\begin{algorithm}
\caption{RETRIEVEMULTI}
\begin{algorithmic}
\caption{Parameters: Query \( q \), categories \( A \), model \( m \), integer \( k \), threshold \( rt \).}
\Var{\text{hits}} := \emptyset;
\begin{algstep}{Step 1: Collect and integrate statistics}
\For {each category \( a \in A \) do in parallel}
\State Compute multi-category statistics \( \text{stat}^c \) (idf \(^c\) for Equ. \(2\));
\EndFor
\end{algstep}
\begin{algstep}{Step 2: Execute query for each category}
\For {each category \( a \in A \) do in parallel}
\State hits := \text{hits} \cup \text{IRQuery}(a, q, m, k, rt, \text{stat}^c);
\EndFor
\end{algstep}
\begin{algstep}{Step 3: Post-processing and output of results}
\State\text{Sort hits by RSV; Return \( k \) hits ranked highest (doc and RSV)};
\end{algstep}
\end{algorithmic}
\end{algorithm}

### 3.3 Document Insertion Service

Clients of PowerDB-IR invoke the following \texttt{insertion service} to insert a new document \( d \):

\begin{algorithm}
\caption{InsertDoc2DB}
\begin{algorithmic}
\caption{Parameters: \( a_i \), document \( d \), \text{dict}<term,tf> \( \in \mathcal{T} \)}
\Var{\text{begin transaction;}}
\State \text{insert into TR, values (docid, }d\text{);}\end{algstep}
\State \text{commit transaction;}
\For {each term \( i \in T \) do in parallel}
\State \text{begin transaction;}
\State \text{insert into IL, values ( }t, a_i, \text{docid);}\end{algstep}
\State \text{update } T_i \text{ set } df = df + 1 \text{ where term } = i;
\State \text{commit transaction;}
\EndFor
\Var{end;}
\end{algorithmic}
\end{algorithm}

In other words, we decompose maintenance of the document, index, and statistics tables into independent database transactions that can appear in any order. In fact, the independent subtrans-

---

1See the longer version of this paper for a discussion [10].
tions can also be executed in parallel. This yields a high degree of intra-service parallelism. It should lead to good speedup and scaleup characteristics in a cluster of databases.

### 3.4 Physical Data Organization with a Database Cluster

A database cluster allows for different physical data organization schemes. We map the document, inverted list and statistics tables of our schema to one or several cluster nodes using document categories, striping, replication, or a combination of these techniques. We now define some notions and give an overview of the data organization schemes.

Partitioning the nodes of the database cluster results in so-called node groups. Replication as well as storing of categories occur at the granularity of node groups: storing categories assigns a category and its dependent data to one node group. This means that some node group stores $T R_1$, $I L_1$, and $T_1$; and another one stores $T R_2$, $I L_2$, and $T_2$, and so on. Replication in turn copies a category and its dependent data to several node groups. Striping instead occurs inside node groups, i.e., all data assigned to a particular node group is striped over the nodes of the group.

**Example 1:** Figure 2 illustrates the assignment of the two categories 'information technology' with documents $A_1$, ‘academia’ with documents $A_2$, to three node groups and a cluster of six nodes. Category ‘information technology’ is assigned to node groups 1 and 2. Each such node group stores the document, index and statistics data of the category. In other words, category ‘information technology’ is replicated at node groups 1 and 2. Category ‘academia’ in turn is only assigned to node group 3. Data is striped inside each node group.

Assigning categories to different node groups has the advantage that single-category queries go to only one node group. We expect this to yield a good distribution of workloads among categories and to increase retrieval throughput. Any copy in turn can evaluate a given query with replication. The drawback is that each copy must process a given update. The degree of replication is the number of copies of a category. Striping randomly distributes the data among the nodes of a node group, e.g., by hash partitioning over the docid. The number of these nodes is the degree of striping of the node group. Updates only go to one node in a striped group. A retrieval service instead must execute at all nodes of the group. Having said this, we now introduce a parameter, the so-called striping-replication ratio $s r r = \text{degree of striping/degree of replication}$ and assume that all node groups have the same size. The $s r r$ then defines the actual physical data organization of the cluster. For instance, striping over two nodes with four replica yields an $s r r$ of 2/4. The idea is to adjust the $s r r$ in order to meet the performance requirements of the application. An important objective of our evaluation is to quantify the effect of $s r r$ for different cluster sizes and workloads. In all cases, we keep document, index, and statistics data, i.e., tables $T R_i$, $I L_i$, and $T_i$ for some $i$, at the same node.

**Retrieval on a Database Cluster.** If documents are randomly distributed inside node groups as with striping, each node holds a representative sample of the documents stored at the node group. In this case, the per-node statistics are approximations of the group-wide ones: The approximate number of documents in the node group is $N^g = n^g \cdot N^g$ with $n^g$ number of nodes in group $g$ and $i$ being a node of group $g$. The approximate inverted document frequency $\tilde{idf^g}(t)$ of a term $t$ in group $g$ is $\tilde{idf^g}(t) = \log \frac{N^g}{N^g \cdot df^g(t)} = \log \frac{N^g}{df^g(t)}$. The approximate retrieval status value of a document $d$ for a query $q$ with vector space retrieval is

$$RSV^v(d, q) = \sum_{t \in \text{terms}(q)} tf(t, d) \cdot \tilde{idf^g}(t)^2 \cdot tf(t, q).$$

(3)

Thus, query processing does not need to fetch per-node statistics for all nodes in a group to integrate them to group-wide ones. Instead, it takes the per-node statistics as a representative sample of the group-wide ones. The following algorithm shows this in pseudo-code for a striped node group $g$ that stores the content of category $a$.

**Algorithm RETRIEVESTRIPE**

Parameters: $g$ group, $q$ query, $m$, integer $k$, threshold $r_f$ $\text{var } \text{hits} \leftarrow \emptyset$;

**begin**

**// Step 1: Execute query at each node of group $g$**

for each node $i \in g$ do in parallel

**// call IRQuery for node $i$**

$\text{hits} \leftarrow \text{hits} \cup \text{IRQuery}(a, q, m, k, r_f)$; **end**;

**// Step 2: Post-processing and output of results**

Sort $\text{hits}$ by $R S V$; Return $k$ hits ranked highest (doc and $R S V$);

**end**;

The first step executes the retrieval query in parallel at the nodes. It retrieves the top $k$ hits from each node using $\text{IRQuery}$. The second step integrates the results from the first step and returns the ranking.

**Insertion on a Database Cluster.** Routing of insertion requests depends on the data organization with a database cluster. We ship the request only to those node groups that store the documents of the document category of the request. All copies process the inser-
4. EVALUATION OF POWERDB-IR

We have carried out numerous experiments to find out if PowerDB-IR indeed meets the initial requirements. We start with a description of our experimental setup in Section 4.1. Section 4.2 reports on our findings and discusses the outcome of our experiments.

4.1 Experimental Setup

Documents. The document collection in our experiments is a complete snapshot of the usenet newsgroups server at the CS Department of ETH Zurich as of October 1999. After eliminating messages with only binary content, the collection consisted of about 420,000 documents in searchable categories. The amount of data is 500 MB of ASCII text. Each of the following experiments starts with all the documents. The database size is 1.7 GB with indexes and 1 GB without. This roughly corresponds to a scaling factor of 1 for the text retrieval benchmark in [6].

Workload Patterns. A tuple \((a, b)\) denotes the workload in our experiments, where \(a\) and \(b\) are the number of concurrent retrieval and insertion requests, respectively. \(a\) is the number of clients with a query currently being processed. \(b\) has the analogous meaning. Each client immediately submits a new request when it has received the result of the previous one. We also refer to these clients as streams. Our motivation to use streams is that the number of concurrent service requests in the system is always the same for a given workload tuple. The workload tuples of the experiments are \((0, 1), (1, 0), (1, 1), (5, 5), (10, 10), (20, 20), \ldots, (60, 60)\). Each insertion request inserts around 400 tuples to the index tables and inserts the text.

Queries and Updates. The experiments work with streams of insertions and queries. The clients run on a workstation that was not part of the cluster. We have used another 250 MB of textual data with news messages for the insertion streams. The insertion streams in our experiments selected new documents at random from this data. We have synthetically generated queries for the query streams from the terms of the documents in a first setup, similarly to [6]. Queries return at most 20 matches, i.e., \(k = 20\). A query contains 2.05 terms on average. This is the average query length reported by search engine providers [15].

Hardware and Software. We currently use PCs with either one 400 or one 600 MHz Pentium Processor, 128 MB of RAM, and an interface to a network with a data transmission rate of 100 Mbit/sec (switched duplex Ethernet). We have tested the system with 1, 2, 4, 8, and 16 workstations. All PCs run the Microsoft Windows 2000 Advanced Server operating system software. We use the object transaction monitor COM+ that ships with Windows 2000 as middleware product. Our home-grown PowerDB architecture organizes distributed processing of IR services on top of the database cluster [9]. The DBMS at the cluster nodes is Microsoft SQL Server 2000.

4.2 Outcome and Discussion of the Experiments

We start with a discussion of our findings from experiments with different retrieval granularities, i.e., single-category vs. multi-category queries. The following paragraphs report on the scalability of our database-cluster infrastructure when using the different physical data organization schemes for document data discussed in Section 3.4.

Single-category Queries vs. Multi-category Queries. The following experiments investigate the quantitative characteristics of different query processing granularities, i.e., single-category and multi-category queries. Figure 3 reports on experiments that compare response times of single-category and multi-category queries over 16 artificially generated categories for a cluster of 16 nodes and 16 node groups. Multi-category queries go over all 16 categories. Single-category queries in turn distribute evenly among those categories. As one would expect, single-category queries are faster than multi-category ones. However, we have not expected that the difference is so large. For instance, it is by a factor of 4 with high workloads such as \((40, 40)\). We have conducted additional experiments to shed more light on this surprising finding.

We want to find out what exactly the overhead of the integration step of multi-category queries is as compared to queries using per-node statistics for the same number of nodes. We investigate two setups: the first one stripes documents randomly over the nodes (4 or 8 in the experiments) and processes queries using per-node statistics. The other one processes queries using multi-category statistics, i.e., it runs multi-category queries over the same data, but using the additional integration step. Figure 4 graphs the outcome of these experiments. Processing with per-node statistics is at least 10% faster. How does this relate to the previous experiments where the difference between single-category and multi-category queries is by a factor of 4? In the previous series, single-category queries are sent to their node group, i.e., one node in the experiment, and execute there using per-node statistics. Multi-category queries in turn use multi-category statistics and have to execute on all nodes. Variances in the execution times between nodes are high (not shown in the figures), and multi-category queries have to wait for the results of all nodes. Moreover, the average query load per node is much higher with multi-category queries. This is our explanation why they take so much longer. The performance overhead of the integration step in isolation is around 10%.

As we have expected, single-category queries in the presence of many categories yield small response times even with high workloads. Multi-category queries in turn are rather expensive. Materialization of multi-category statistics of categories that frequently appear together in multi-category queries avoids the overhead of statistics integration and speeds up multi-category queries. We have not investigated this issue any further because such combinations are highly application-specific.

Scalability of Service Implementations with Striping. In order to assess the scalability of PowerDB-IR with striping and one node group we have conducted experiments with different cluster sizes for mixed workloads with concurrent insertion and vector space retrieval. Figures 5 and 6 show response times for insertion and retrieval, respectively.

Insertion response times increase nearly linearly from low to high workloads for all cluster sizes. This is what we would expect: more concurrent services compete for resources, mainly disk I/O, with increasing workloads. This leads to poor insertion response times: They reach an unbearable average of more than 100 seconds for middle workloads with one node. Having more nodes leads to significantly better response times, e.g., 25 seconds with 16 nodes and high workloads. The reason is that striping distributes the insertion load evenly among nodes.

A positive finding with retrieval is that average response times on a cluster with 16 nodes are interactive, i.e., 5 seconds or less, even with high workloads such as \((50, 50)\) (cf. Figure 6). This is
the case only for much smaller workloads such as (20, 20) with smaller cluster sizes. We were somewhat surprised by the fact that the scaleup of retrieval is less than linear, but that scalability of insertions is close-to-linear (cf. Figure 7). In other words, increasing the cluster size by a factor of 2 increases the maximum retrieval throughput taken from the range of workloads (1, 1) to (60, 60) by a factor significantly smaller than 2, e.g., 1.3 when scaling from 8 to 16 nodes. The reason is that a given query has to be executed at each cluster node with striping. The number of queries being processed at each node at a given point of time does not decrease when scaling the cluster size. On the other hand, there is a gain in throughput, for which we offer the following explanation: the amount of data that a query has to go through at a node becomes smaller with a higher degree of striping.

A positive observation in turn is that the effect of running updates concurrently to retrieval has only little effect on retrieval performance (cf. Figure 6). Going from (1, 0) to (1, 1), i.e., from retrieval only to retrieval with concurrent updates, increases retrieval retrieval response times only by 8% with 16 nodes. The same also holds for much higher workloads such as (50, 0) and (50, 5) as in Figure 11: the effect on retrieval performance is less than 20%.

We have conducted further experiments with queries comprising complete documents as query texts with around 200 distinct query terms. Retrieval response times tend to be significantly larger than with the experiments from Figure 6. Nevertheless, increase of performance by scaling out the cluster is the same as with short queries. It only takes more cluster nodes to achieve performance similar to shorter queries.

From this series of experiments with striping we have learned that query throughput does not scale linearly. A follow-up question is what we gain in terms of query response time if we increase the degree of striping. Figure 8 addresses this issue. The figure shows average retrieval response times with the single query workload (1, 0) and vector space retrieval with striping. Increasing the degree of striping up to 8 nodes yields smaller response times. With 8 nodes, it is 0.23 seconds. When striping over more than 8 nodes, the overhead of distributed query evaluation is larger than the gain from striping. We conclude that query response times do not benefit from a degree of striping of more than 8. The reason for this somewhat surprising finding is that the index completely fits into main memory with 8 nodes already. A further increase of the striping degree does not compensate the additional overhead with distributed query evaluation. The speedup for high workloads (cf. Figure 6) is only due to a better distribution of the workload when scaling from 8 to 16 nodes with striping.

**Replication in Combination with Striping.** The previous experiments have shown that the increase in query throughput with striping is limited to a relatively small number of nodes already. A possibly better alternative is to combine striping with replication. This requires to choose a striping-replication ratio. Its effect on query response times and throughput with different workloads is shown in Figure 11: the effect on retrieval performance is less than 20%.

We have conducted further experiments with queries comprising complete documents as query texts with around 200 distinct query terms. Retrieval response times tend to be significantly larger than with the experiments from Figure 6. Nevertheless, increase of performance by scaling out the cluster is the same as with short queries. It only takes more cluster nodes to achieve performance similar to shorter queries.

From this series of experiments with striping we have learned that query throughput does not scale linearly. A follow-up question is what we gain in terms of query response time if we increase the degree of striping. Figure 8 addresses this issue. The figure shows average retrieval response times with the single query workload (1, 0) and vector space retrieval with striping. Increasing the degree of striping up to 8 nodes yields smaller response times. With 8 nodes, it is 0.23 seconds. When striping over more than 8 nodes, the overhead of distributed query evaluation is larger than the gain from striping. We conclude that query response times do not benefit from a degree of striping of more than 8. The reason for this somewhat surprising finding is that the index completely fits into main memory with 8 nodes already. A further increase of the striping degree does not compensate the additional overhead with distributed query evaluation. The speedup for high workloads (cf. Figure 6) is only due to a better distribution of the workload when scaling from 8 to 16 nodes with striping.
a factor of 4 when we allow for concurrent updates in the same setting. Our explanation is that minimizing \( srr \) gives away the advantage of striping, i.e., main memory lookup for queries. Nevertheless, the positive effect of a higher degree of replication is still larger than the disadvantage of reduced striping.

**Scalability of Retrieval with Document Categories.** Another dimension of the space of design alternatives is the number of categories. The respective experimental setup has the following characteristics: we have generated collections with 1, 2, 4, 8, and 16 artificially generated categories. All categories contain the same volume of document data, and we have assigned categories to separate node groups of size 1. Thus, number of categories and cluster size increase at the same rate. To study the effect of categories on single-category queries query streams with these experiments contain single-category queries only. Hence, a query goes to exactly one category, and queries distribute evenly to categories. We have measured query response times for the workloads \((1, 0)\) and \((10, 10)\) as well as for query-intensive ones such as \((50, 0)\) and \((50, 5)\). Figure 11 plots the outcome of the experiments.

Having a workload distributed among 2 or 4 different categories instead of 1 yields a high improvement in response time, as one would expect. The improvement is smaller with a further increase in the number of categories since average workloads per node are already small.

Thus, having more categories when the collection size increases leads to significant performance improvements for single-category queries. Performance improvements are in the same order of magnitude as with replication.

**Scalability with Increasing Collection Size.** Another important issue is the performance impact of the collection size when the number of categories is fixed. We have investigated the issue by increasing the number of cluster nodes, and increasing the collection size at the same rate. In contrast to the previous series of experiments, the number of categories is constant in this setting. We have started with the ‘normal’ collection size (collection size 1 or scale 1 for short) and cluster size 1. We have scaled both collection and cluster size up to 16 and have metered the effect on retrieval response times. Figure 12 reports on the outcome of these experiments. There is only a small difference in retrieval response times for increasing cluster and collection sizes with constant workload. A surprising finding is that performance actually improves when increasing collection and cluster sizes. The reason is that load balancing is easier on a larger cluster.

## 5. CONCLUSIONS

This paper has discussed the design, implementation and evaluation of PowerDB-IR. PowerDB-IR provides a scalable infrastructure for information retrieval with up-to-date retrieval results in the presence of frequent updates. PowerDB-IR uses a database cluster to achieve scalability: one adds further nodes to the cluster to achieve higher performance (‘scale-out’). Our prototype relies on service decomposition to increase parallelism and on IR-to-SQL mappings. Let us look back at the requirements from the introduction. The first one was that retrieval results must be up-to-date. Retrieval and update services operate on the same data with PowerDB-IR, and updates are immediately available to retrieval. This study has demonstrated that the overhead of concurrent updates on retrieval performance is surprisingly small. Another important requirement was scalability. Our experiments have shown that PowerDB-IR indeed scales well: ‘scaling-out’ the cluster yields interactive response times even in the case of high workloads. Moreover, performance of PowerDB-IR remains constant with growing collection sizes when increasing the cluster at the same rate. We have investigated alternative physical organization schemes for document data on a cluster of databases. Our experi-
ments show that different schemes are appropriate in different settings. System performance with small read-only workloads for instance reaches its maximum with 8 nodes already.

Our general conclusion is twofold: First, our system PowerDB-IR is a scalable infrastructure for applications that require concurrent update and up-to-date retrieval of document data. We have also shown that a database cluster is well-suited as an infrastructure for a broader range of application scenarios, compared to what has already been investigated.
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